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1. Introduction

Adaptive optics is a kind of system which 
can compensate the wavefront image distor-
tion caused by atmospheric turbulence or other 
factors real-time to obtain high quality images  
[1–3]. The system is composed of wavefront sen-
sor, wavefront controller and wavefront correc-
tor. Adaptive optics system often work at night 

due to the influence of the sky background, 
which greatly limits the system’s working hours 
and lead to discontinuous observational data.  
In  addition, adaptive optics is a complex sys-
tem that the system’s own devices will inevita-
bly introduce some additional noises which have 
a  greater influence on the detecting accuracy [4]. 
As a major component of adaptive optics system, 
the wavefront detector generates large numbers 
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The skylight background and the noise generated by the detection device system in 
adaptive optical system have a great impact for the spot detecting precision. In order 
to eliminate their affects, a wavefront spot signal extraction system is designed and 
implemented in this paper, and the effect of the extraction and the precision are tested in 
the indoor adaptive optics precision tracking system. The experiment results show that 
the design is better in extracting the target spot; the centroid accuracy after processed 
is higher. In the other hand, the processing time delay is small, which can meet the 
adaptive optics system’s real time requirement.
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Фон, обусловленный свечением неба, и шумы, генерируемые в приемном устрой-
стве адаптивной оптической системы, оказывают сильное влияние на точность об-
наружения точечных объектов. Чтобы исключить эти эффекты была разработана 
система выделения точечных изображений в датчике волнового фронта, представ-
ленная в настоящей статье. И сам эффект выделения и достигнутая точность были 
проверены на лабораторной прецизионной адаптивной оптической следящей систе-
ме. Результаты эксперимента подтвердили высокую эффективность предложенной 
системы в выделении точечных объектов и лучшую точность определения центроида 
после обработки. Показано, что время, затрачиваемое на обработку информации, не-
велико, и устройство может удовлетворить требованию функционирования адаптив-
ной системы в реальном времени.
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of noises, in which the optical charge-coupled 
device (CCD) is the main noise sources [5–6]. Ex-
tract the wavefront signal from the background 
and noises can improve the adaptive optics sys-
tem open-loop and closed-loop accuracy, as well 
as the detection capabilities.

The threshold is often adopted in adaptive op-
tic system to reduce the impact of noise and ex-
tract the target at present. Each pixel is subtract 
the fixed threshold in the image as
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where f(x, y) and f′(x, y) is the original pixel 
value and the value after processed in (x,  y) 
position, T is the threshold. It has also proved 
that the optimal threshold [7] is

optimal 3 ,T m s= +
     

                  (2)

where m is the mean value of the background and 
σ is the noise variance.

In real detecting environment, the noise and 
the background are changing dramatic that the 
mean value of the background and the noise vari-
ance are hard to calculate. In other hand, the 
intensified charge-coupled device (ICCD) and 
the electron-multiplying charge-coupled device 
(EMCCD) are used in the system, which increase 
the difficulty of the noise and background cal-
culation when adjust the gain. So the optimal 
threshold is suitable in theoretical analysis but 
not in real detecting. Manual threshold reduc-
tion method which not calculates the threshold 
automatically is used in practical applications. 
This method is too cumbersome which affects 
the system real-time and the noise cannot be sub-
tracted cleanly due to the uneven distribution of 
the noise.

In this paper, we present a solution on hard-
ware which can calculate the noises and the back-
ground value real-time. The implementation is 
based on field-programmable gate array (FPGA). 
Multiply image processing methods are  adopted. 
Pipelined and parallel processing technologies 
are used. The experiments are tested on the in-
door adaptive optics precision tracking system 
and the results are analyzed.

The extraction platform is shown in fig. 1. The 
implementation process includes image acquisi-
tion part, wavefront target extraction part and 
centroid calculation part. The implementations of 
these parts are all under the control of synchroni-
zation signal of CCD (fv, lv, pv, the synchronized 

signals) and the clock signal (clk). The image  
data after processed are stored in external stor-
age and then transferred to the monitor host 
through peripheral component interconnect 
(PCI) interface. Then the image is displayed on 
the monitor. The centroid coordinates calculated 
after process are stored in FPGA internal memo-
ry (memory), and can also communicate through 
PCI interface with the host computer.

The main parts in fig. 1 are
1. The image acquisition part: the image 

acquisition methods are different according to 
the CCD type in the system [8–9]. This part can 
provide the correct timing for the following 
operations.

2. The wavefront target extraction part: this 
part completes the functions of filtering out 
the noise and extracting the target. It includs 
three modules: the median filter module, 
Top-hat operation module and the adaptive 
threshold module. Median filter can filter out 
spurious noise. Top-hat operation can estimate 
the background whose distribution is relatively 
stable. The adaptive threshold module subtracts 
the residual noise. Detail decomposition of these 
algorithms will be introduced in the following 
section.

3. The centroid calculation part: the centroid 
coordinates of the image after processed is 
calculated in this part.

The CCD image acquisition part and the cen-
troid calculation part are introduced in referenc-
es [8–9]; the spot extraction part is described in 
the following sections in detail.

1.1. The design and implementation 
of wavefront spot extraction

There are three modules in the wavefront tar-
get extraction part: median filter module, Top-
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hat operation module and adaptive threshold sub-
traction module. In the decomposition of these 
three algorithms, we found that both median fil-
ter and Top-hat operation are operated in a pro-
cessing window based on the neighborhood data. 
The processing window can provide the gray 
value of the center pixel and its neighborhoods’ 
which are the prerequisite for the following pro-
cessing. So the generation method of the process-
ing window is first described.

1.1.1. 3×3 processing window generation 
module

We choose a 3×3 processing window in view 
of the spot’s size. There are nine adjacent pix-
els in the processing window. However, most of 
the image sensor is a serial output mode, which 
means that the pixels are progressive, so we need 
to build a suitable cache structure according 
to the camera’s output mode based on FPGA’s  
resource.

In this design, we use three dual-port RAMs 
in FPGA to store the pixel data in three adjacent 
lines, shown in fig. 2. The image data from CCD 
are transferred to dual-port RAM under the con-
trol of clock, address generators and read-write 
controller. One RAM caches a line of data. Syn-
chronous logic is adopted in this design. Data 
signals, address signals and control signals are 
generated by the system clock and change with 
the clock. In order to ensure data synchronous 
and order, the three dual-port RAM share a set 
of read and write address counting circuits. And 
the data processed by the previous RAM transmit 
by the shift register to the next one. Therefore, 
the flow of pixel data is: the pixel data from the 

camera→RAM1→RAM2→RAM3 thus can en-
sure the three RAMs producing the same column  
data simultaneously.

In a clock cycle, the nine output data in fig. 2 
correspond to the three rows and three columns 
data in fig. 3. The data through D flip-flop from 
RAM1 are W11, W12, W13 in turn from top to 
bottom, the data from RAM2 are W21, W22, W23 
from RAM3 are W31, W32, W33. In fig.  3, the 
process is neighborhood-based to the window cen-
ter pixel W22, and the processing result is the 
output result of W22. All window-based process-
ing in the paper are in this way.

The neighborhood operation on the two-di-
mensional image is like sliding of the window in 
the image. The center of the window will slide to 
the edge point of the image where doesn’t exist 
a complete neighborhood. Therefore, the output 
results of the processing window are meaning-
less. Typically, the edge information is relatively 
unimportant, so in this paper, the gray values of 
the edge points are assigned to be 0 without any 
operation.

1.1.2. 2-dimension median filter module

The median filter is a sliding-window spatial 
filter. It replaces the center value in the window 
with the median of all the pixel values in the win-
dow. As for the mean filter, the kernel is usu-
ally square but can be any shape. In this design,  
a single 3×3 window is adopted [10].

The scheme diagram of 3×3 median filter is 
shown in fig.  4, where the data W11, W33 cor-
respond to the nine pixel points in fig.  3. After 
six three-input comparison circuits, the median 
value is the output result of the center pixel. 
The first-stage comparison circuit is composed of 
comparator 1 (com1), comparator 2 (com2) and 
comparator 3 (com3). The minimum data, the 
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middle data, and the maximum data of the three 
comparators are sent to com4, com5, com6 in the 
second stage comparator circuit respectively. The 
principle of the second stage comparators are the 
same as the first stage ones. After the second 
stage comparators, the min value output of com4 
is the minimum value of W11, W33 (the mini-
mum value), and the max value output of com6 
is the maximum value of W11, W33 (the maxi-
mum value). The minimum and maximum values 
don’t participation in the lower-stage comput-
ing. There are seven data left in computing in 
the  third stage. The output values of compara- 
tor 7 (com7) and 8 (com8) are the second mini-
mum value and the second maximum of W11, 
W33, which don’t participate in the next stage 
computing, too. Therefore, there are five data  
in  the four stages in computing after the third 
stage circuit. Then, after six stage comparison 
circuits, the output value is the median value of 
the median filter. In order to ensure the synchro-
nization of the pipelining in the operation, the 
data registers (reg1, reg2) in the third and fifth 
comparator circuits are adopted to cache the data 
which don’t participate in computing in current 
stage.

1.1.3. Two-dimensional Top-hat transform 
for gray level image module

Top-hat transform processes images based on 
shapes and applies a structuring element to an in-

put image, creating an output image of the same 
size [10]. According to the character of the spot, 
3×3 square structuring element is adopted in the 
design, shown in equation 3.
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The process flow of Top-hat transform is 
shown in fig.  5. The source data is divided into 
two parts. In the first part, the data are cached 
as a minuend in the following subtraction module 
without any process. The data in the second part 
are implemented open operation, and the result is 
as the subtrahend in the following process. The 
minuend data cached in the first part minus the 
subtrahend cached in the second part and the 
values which are less than 0 is set to be 0. The 
output value is the Top-hat operation result.

Open operation is the most important step 
in Top-hat operation. The opening operation is 
an erosion-dilation process. Dilation adds pixels 
to the boundaries of objects in an image which 
the value of the output pixel is the maximum 
value of  all the pixels in the input pixel’s 
neighborhood, while erosion removes pixels on 
objects boundaries. The number of pixels added 
or removed from the objects in an image depends 
on the size and shape of the structuring element 
used to process the image. The implementation 
process of dilation is similar as the erosion 
operation. The implementation of erosion is 
shown in fig.  6. In the dilation operation, the 
corresponding operation block diagram replace 
the sub operation to the add operation, and the 
minimum comparator changes to the maximum 
value.
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The entire process is parallel pipelined which 
can meet the real-time image processing require-
ments.

1.2. Adaptive threshold module

The data after Top-hat operation will en-
ter the adaptive threshold module. As the sam-
pling rate of the camera is fast, the noise and 
the background between the adjacent frame im-
ages change little, so we calculate the threshold 
in current frame and subtract the threshold in 
the next frame. The threshold is the mean value 
of the whole image. In calculating threshold, the 
sum operation are processed is in frame valid pe-
riod of the camera; while the mean and the mul-
tiplication operation are in frame blank period 
when the frame valid signal is 0. This operation 
will not cause the output delay.

The output from the adaptive threshold mod-
ule is the output of the whole spot extraction pro-
cess.

2. Experimental results and analysis

2.1. The indoor experimental system

The experiments are tested in indoor adaptive 
optics system. The experimental optical path is 
shown in fig.  7. The devices include a laser, at-
tenuator, lens, an EMCCD, spot extraction pro-
cessor and a monitor. The lens and EMCCD are 
the real-time wavefront measurements as well as 
an imaging sensor. The spot extraction processor 
is the design in this paper which completes all the 
wavefront spot extraction process.

The incident light from the laser attenuates 
EMCCD. The output data of EMCCD is the input 
of spot extraction processor. The output result of 
the spot extraction processor is transferred to the 
monitor by PCI. And the result images are shown 
in the monitor interface. In the experiment, the 
laser power and the gain of EMCCD are changed 
to get different intensity spot. This can test the 
extraction efficiency of the processing platform 
under different conditions.

The Camera used in this system is CAS-
CADE128+ which is 128  pixels×128  pixels of 
16 bit and the read-out frequency is 12 MHz. The 
sampling frequency of the camera is 513fps that 
means the cycle is about 2000us. The entire pro-
cess has been tested without loss of data. The pro-
cessing delay is 60.8us which is much less than 
the sampling period of the camera. Therefore, 
the design can satisfy the real-time requirement 
of the adaptive optics system.

2.2. The experimental result analysis

Change the gain of the camera in different 
laser levels to compare the effect of the process. 
Adjust the gain scale value to 1500 and 2000 re-
spectively which corresponds to EMCCD multip
lication gain is about 5 and 7. The contrast ima- 
ges before and after extraction are shown in 
fig. 8.

It can be seen from the figure that the noise 
before process is strong and uneven. After the 
process, the noise is completely removed and the 
target spot is retained. The extraction effect is 
better when the gain is high in the certain laser 
power. While, in a certain gain, the extrac- 
tion effect is better when the laser power is high 
and the gray value of the spot is significantly 
increased. The extraction process designed can 
better filter out the uneven strong noise and 
keep the spot signal. The shape of the spot is well 
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deserved. With the gain and the power of the 
laser increasing, the extraction effect gets better.

Calculate the centroid deviation of one hun-
dred continuous images before and after the pro-
cess, and compare with the optimal threshold 
algorithm. We use the root mean square (RMS) 
value and the peak value (PV) of the centroid de-
viation as an evaluation criterion. The contrast is 
shown in fig. 9 and table. It can be seen that, the 
accuracy of subtracting threshold is less effec-
tive due to the uneven strong noise. Though the 
centroid deviation is lower, but the up and down 
of the centroid is greater. The centroid deviation 

after process in this paper is significantly lower 
and the up and down of the centroid deviation is 
smaller. This shows that our design is of better 
process effect when the spot is surrounded with 
strong uneven noise.

3. Conclusion

A wavefront spot extraction system based on 
FPGA is designed and implemented. The algo-
rithms are detailed analyzed and the implementa-
tions of key modules are described. We tested the 
extraction effect in indoor adaptive optics pre-
cision tracking system. The spot images before 
and after the extraction were compared, and the 
extraction accuracy were analyzed. The results 
show that the processing delay is 60.8us that is 
much less than the sampling period of the cam-
era. The extraction effect is good and the uneven 
noise can be filter out. The spot is well extracted 
and the shape is well reserved. The accuracy after 
processed is also increased significantly.
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Fig. 9. Centroid deviation rolling curve. 1  – 
original image, 2  – subtracting threshold, 3  – 
method of this paper.

Mean centroid deviation RMS and PV compare 
before and after the process

Mean centroid
Centroid 

deviation/
pixel

RMS/
pixel

Pv/pixel

Original image 2,8478 0,2263 1,0333

Optimal threshold 2,0205 0,3400 1,4762

Signal extraction 0,2397 0,1295 0,6078

*   *   *   *   *
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